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ABSTRACT

This paper proposed a new approach towards deajefetature region for efficient digital image watemking.
The non-overlapping feature regions which can tesisst of the predefined attacks are selectediallyit the
Harris- Laplacian detector is used to extractsfélaeures from the cover image. The primary feateggon set is formed
from extracted regions based on their corner respofihe watermark is embedded into the extractiesapy features, the
simulated attacking is performed over these regiongrder to checks their robustness against pieetfattacks using
BER. Minimal primary feature set which can resitt® most predefined attacks is selected with thip lodé a
track-with-pruning procedure. Primary feature sethen extended by adding auxiliary feature regiaristo enhance its
resistance capability against undefined attackmuiti-criteria optimization strategy such as gemetigorithm is adopted
for this purpose.
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INTRODUCTION

Accessing and manipulation of data has become rediseeto the rapid growth of internet. Major prahlevith
internet applications such as real-time video amtiadelivery, digital libraries, and Web advertigiis protection against
copyright. Thus digital watermarking has been pemgbas a solution for proscribing copyright vialatiof digital data.
The effectiveness of a digital image watermarkeselbn its robustness against various attacks. l¥sttan watermarking
scheme are classified as signal processing attaolsgeometric attacks [1]. first types of attackslude filtering
operations and compressions whereas second tyjpe@scattacks like rotation, translation, croppiscgling. The existing
methods for watermarking do not imply higher robess and may degrade the quality of the digitalgenagainst

unknown attacks as characteristics of unknown kdtaary with known attacks.

Thus, the difficulty is to select most robust featuegion set for information hiding. The robusgioms are
mainly used to sign copyright information of theithl work as they can resist various kinds ofasaand can preserve
image quality after watermarked. The two importasties that encounters during feature region seteate: 1) repeated
selection of characteristic region 2) complexityselecting most smallest and robust region set.fii3t issue can be
addressed by choosing non overlapping feature medi@cause magnitude of pixel in correspondingoregiill change
after watermarking and it may degrade image qualitye selected region has various degrees of aesistagainst
different attack. Therefore we propose a method s simulated attacking that considers prior keoge of attack

resistance capability of each region.
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PROPOSED METHOD

Here the proposed process of detecting optimabnsgis elaborated. The proposed technique extilaeteatures

from the cover image using Harris -Laplacian detecEhe regions with higher corner response
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Figure 1: Block Diagram of Proposed Feature RegioSelector
Are selected when the Harris—Laplacian detectarsisd [4]. Figure 1 shows the overall flow of thegrsed
method. The first stage selects primary featur@éreget which can resist most of predefined attaBlesistance Analysis
checks the robustness of the watermarked featgierreagainst predefined attacks such as rotatiocaling, median
filtering, JPEG compression and salt and peppesendteature set obtained in first stage is extemgyeddding some

auxiliary feature regions by genetic search apgréaorder to enhance its resistance against umefattacks.
Feature Set Searching Stage

This stage aims at selecting non overlapping feategion set for watermarking based on attack sitio

method.
» Extract Primary Features

Feature detectors are used to extract local feafooen image. By performing specific transformatimmimages
feature detector extract their local features, irmgdrom a point to an object, and have been adbtenany applications
such as object recognition, database retrieval,raotion tracking [5]. Most features such as corrieran image can be
preserved after it suffers a distortion such adirgparotation, or illumination changes. Therefoseyveral feature-based

methods have been developed by exploiting the tobss of feature regions against various attacks.
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Figure 2: (a) Original Image (b) Selected Regionsdm Features Detected by the Harris—Laplacian Deteor
Here we have used Harris-Laplace detector to detgains based on corner response. Figure 2 shi@vggions

detected by Harris-Laplace corner detector.

» Attack Simulation and Selection of Non-Overlappingregions

As the magnitude of the pixel belonging to regioetsg modified after being watermarked, selection of
non-overlapping regions is highly preferable toidwnajor degradation of image quality. The robusgnef all regions by
a single criterion like the corner response isidiff to identify. Therefore we adopted attack diation method.
Prior knowledge of each region’s attack resistacaggability will lead to find out most robust featarfor watermarking.
Moreover, a feature region may have different deg@ robustness against different attacks [2], ABfew representative
attacks are applied to the feature regions foruatalg their robustness in the simulated attackihgse. In the attack
resistance analysis phase feature regions origingtected are first checked if they can be reatetkin the attacked
image. Watermark inserted previously is extractednfthese redetected regions to examine the censigt(bit error)
between itself with the original watermark. Usihg, to indicate whether the region can resist thedeffened attack

oo " cthermeze @

WhereBER(W, W,) denotes bit error between W and Wis predefined bit error threshold. In the finhbge, the
most robust and smallest set of non-overlappingufearegions is selected according to the resulattE#ck resistance

analysis. This work is formulated as follows:
Ry =arg g;“x{zllv“xfip min|Rp|; Ve € Rp,k#j-on.nr = (Z)} (2)

Where iR, a set of selected feature regions in which two regjigandr; are not overlapped, and the value of for

a predefined attack is determined by the valwefil’)ffor predefined attack; is determined by

1,3r€R,,dr,a; # 0
sz{ r p ar, a; # 3)

i 0, otherwise

The regions selected are complementary in attasiktesce in order to improve its robustness agaiagbus
attacks. Track with pruning algorithm aims to selegnimal primary feature region which can resistren predefined

attacks.
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A Track with Pruning Algorithm
Step 1:All feature region detected by Harris Laplace di&teare given as input, RO

Step 2:Initialize non overlapping primary feature reg®et Rp and prune set Rprune as Null. Set the $ize o

inspected feature region sets as unity.
Step 3:lterative search is performed.

Step 4:1f number of attack resisted increases the cangligiet is assigned as new primary feature setfaind i

cannot resist more attacks the candidate setligded in the pruned set by adding more featureoregi

Step 5:Update the primary feature region set with a cdaigh feature region set if the latter can resistemo

attacks than the former.

Step 6:Stop when all candidate set are examined.

Finally at the output stage we get minimal primf&gture region set
Optimization Stage

Primary feature region set which can o resist robsihe predefined attacks is obtained at previoagestThis set
may fail to resist some undefined attacks, hencaeeesl to add some auxiliary regions selected floyad residual feature
regions to enhance the robustness of image agamutfined attacks under constraint of preserviagvisual quality.
Since the characteristics of undefined attacks cdrevide variety and are difficult to model, we thfare adopt a
multi-criteria optimization strategy [6], for theelection of auxiliary feature regions. Neither aarmesponse nor the
number of its neighboring feature points, howevamn guarantee the selection of non-overlappingoregiwith the
maximum robustness to various attacks, becauseshigrner response and a large number of its neigid feature
points do not always imply higher robustness dlitdVioreover, a feature region may have differdegrees of robustness

against different attacks [3], [5].

The symbolg? is defined to indicate the overall resistance degf the region against all predefined attackd, an

it is determined by

98 = (dyar + dyaz + -+ dyay, ) = 202 drg, @)
Where,

d, 4 € {0,1} — indicates whether region can restspredefined attack a

N,— total number of predefined attacks

The resistance of a region against a predefinegtlatis one of the important characteristic of tlegion.
The symbolg? is the summary representation of attack resistaheeacteristics of a region. Other two charadiesof
feature regions, the corner response and the attegrscale are also referrq;i.j is a property related to corner response.
Threshold operation is done to eliminate regionsrigacorner response which can unstable them.isnpidwper threshold is
set to 0.01 of maximum response [4]. For integracale we set up parameters of initial scale,esstp factor and

number of scales as 1.5, 1.2, and 13, respectiVdlgse scales are categorized into various bandsegion with scale

Impact Factor (JCC): 3.2029 Index Copernicus Value (ICV): 3.0



Feature Region Selection Based on Simulated Attaclg for Efficient Digital Image Watermarking 59

level in middle band are more likely to resist eit&[7]. Symbolg;’j to indicate that scale value belongs to middledban

Therefore, the work of the extension stage carobmdlated as an optimization problem which furtt@n be converted as
Multidimensional knapsack problem (MDKP) with mplg constraints as follows and a heuristic seandtgulure is

adopted to solve this MDKP for determining the lsiice of auxiliary feature regions

Maximize:

Rp=*

Subject to:

= a5, < 0

S PrirsSi S7,<L, =1, 2,3......Rp #
Where

R, The number of feature regions except those inphmary feature region set as well as the regions

overlapped with them am;lj is defined as

Ty

_ {1 if rj is selected
0 otherwise

The value obrirjindicates whether the two regions are overlappedsdefined as

_ {1 Ti N 7'] = @
Prir; 0 otherwise

The parameter which denotes the limitation of qualegradation of an image after being attackediclened as
peak signal-to-noise ratio (PSNR) value betweerpeercimage and attacked image. A Genetic searcbridig is

used to select optimal feature region set whigblsist against unknown attacks.
EXPERIMENTAL RESULTS

Table 1, shows the resistance of each region dgsigisal processing and geometric attacks along thieir
corner response. The systems implement Harris-teplabased robust region selection. The cornerorespvalues are
used to remove overlapping feature regions. TABLHu&trates the comparisons, based on the critesfadetection ratio,

defined as the ratio of the number successfullgatet regions with respect to total number of negjia an image.
* Number of Regions for optimization {7, 3, 5, 6, 8}

* Number of Regions obtained after GA {8, 3, 5}

Table 1

. Corner Rotation | Gaussian . Rotation
Regions Response JPEG | LPF 30 Filter Median 3*3 15

3 117145 1 1 1 1 1 1

5 90636 0 1 0 1 1 1

6 97691 1 0 1 0 1 1

7 102319 1 1 1 0 0 1

8 442695 1 1 1 0 1 0
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The table 2 illustrates the detection results fend, baboon, and pepper images against attacksalib@f no of

successfully detected regions to total no. of waseked regions

Table 2
Image | JPEG | LPF | Rotation 30 | Gaussian Filter | Median 3*3 | Rotation 15
Lena 4/5 4/5 4/5 5/5 3/5 5/5
Football 6/8 5/8 6/8 6/8 4/8 7/8
Pepper 8/12| 3/12 7/12 6/12 9/12 6/12

CONCLUSIONS

In this paper a new technique has been proposédanibbjective of selecting robust regions in aagmwhich
can resist most predefined attacks under the @nstf preserving image quality. Here, Harris-laagsn feature detector
is used to select the primary features from theecomage. The watermark is embedded into the emlaprimary
features, and its robustness against six diffgpegdefined attacks is evaluated using BER. Moshefattacks are resisted
by our algorithm because of invariant propertyedtfire regions. As our detector is based on unifdaussian scale the
circular regions fails to resist attacks of aspatio, we are still making our efforts to overcothés issue. In order to
enhance the resistance capacity against undefitiadks, we embed the watermark into auxiliary ragiavhich are
detected by heuristic search approach. In ordeletd with security issues cryptographic autheriboatechnique can be

implemented in future.
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